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Abstract

Badan Pengembangan Teknologi dan Sistem Informasi (BPTSI) at Universitas Aisyiyah Yogyakarta manages a
large number of websites, making it difficult for administrators to monitor web server logs manually. This manual
process is inefficient for centrally observing server performance and security. This research aims to implement a
centralized system capable of real-time monitoring of web server access and error logs, as well as performance
metrics. The method used consists of three stages: preparation, configuration and integration, and testing. The
system was built on the Grafana Cloud platform, which integrates Prometheus for metrics collection, Grafana
Loki for log aggregation, and Grafana Alloy as the data collector on the client server. The results show a successful
integration, producing a centralized dashboard that visualizes real-time access and error logs from 187 log files,
along with Apache web server statistics such as CPU load, response time, and uptime. This system allows
administrators to monitor the health and security of all web services efficiently from a single interface, eliminating
the need for manual log file inspection.
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1. Introduction

As technology advances, the need for network system monitoring becomes increasingly important
(Nurjanah et al., 2024). Monitoring systems are systems that collect data from various resources in real-
time format (Husna & Rosyani, 2021). Network monitoring functions to observe, record, and evaluate
every activity occurring on network devices to ensure their performance remains optimal (Pradana et
al., 2022). Monitoring systems are required by various organizations, one example being companies
that provide system and network services to ensure that the performance of applications and network
infrastructure operates optimally.

Universitas Aisyiyah Yogyakarta is an educational institution that has a web-based application
service used by the academic community, managed by Badan Pengembangan Teknologi dan Sistem
Informasi (BPTSI) (“BPTSI Unisa Yogyakarta,” n.d.). The large number of websites managed
complicates the server administrators' ability to monitor the logs of each website, which has still been
done manually, thus requiring a platform that can centrally monitor web server logs.

Log monitoring is one way to monitor the security of systems, which is an important aspect in
various sectors of organizations that require computer network assistance to perform their functions
(Sheeraz et al., 2023). Continuous monitoring of logs allows for early detection of suspicious activities
or cyber attacks, enabling incident responses to be executed as quickly as possible and ensuring optimal
performance (Pradana et al., 2022; Sheeraz et al., 2023). Through monitoring tools, organizations can
identify unauthorized access attempts, malware, and other anomalies in real-time, thereby helping
security personnel to be aware of the overall condition of the organization's network. Some popular
platforms used for network monitoring and data analytics are Prometheus and Grafana (Taiwo Joseph
Akinbolaji et al., 2024).

Prometheus is an open source monitoring system that was originally developed by SoundCloud in
2012 and is currently an independent project managed by the Cloud Native Computing Foundation
(CNCEF), after Kubernetes. Prometheus stores metric data in the form of time series (Prometheus, n.d.)
which is then integrated with Grafana to display metrics in the form of visual dashboards (Chakraborty,
2021). However, to address the issues faced by BPTSI, Prometheus and Grafana alone are not sufficient;
a platform that can store log data is needed, namely Grafana Loki.

Loki is a horizontally scalable, highly available, multi-tenant log aggregation system inspired by
Prometheus (“Grafana Loki,” n.d.; Njoera et al., 2024). It is designed to be very cost effective and easy
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to operate. It does not index the contents of the logs, but rather a set of labels for each log stream. To
support loki Grafana Alloy needed for OpenTelemetry Collector that is compatible with Promotheus
(Grafana Alloy, n.d.). In this paper, the researchers will utilize Grafana Alloy and Loki to assist in real-
time log monitoring, which is divided into access.log and error.log across various websites.

2. Method
The method used in this research is shown in Figure 1, which consist of 3 steps : (1) Preparation; (2)

Configuration and Integration; and (3) Testing.
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Figure 1. Method

2.1. Preparation

Researchers prepared the infrastructure by planning and analyzing the specifications of system
requirements in terms of hardware and software. Table 1 shows the hardware requirements, while Table
2 shows the software requirements.

Table 1. Hardware Requirements

Component Specification
Web Server
CPU Intel(R) Xeon(R) CPU E3-1220 V2 @ 3.10GHz
RAM 32 GB DDR3 RAM
Disk 512 GB HDD

The study used four computer devices divided into two computers for the server, one computer as a
client, and one computer as an attacker. Table 4 shows the main components of the software to be
integrated which consist of: (1) Prometheus; (2) Grafana Cloud; (3) Logstash; (4) Alloy;

Table 2. Software Requirements

Software Description
Prometheus Collection and storage of metrics from the system (CPU Usage,
Network Traffic, and others)
Grafana Cloud Dashboard visualitation
Loki log aggregation system
Alloy OpenTelemetry Collector

2.2. Configuration and Integration
The next step is to configure and integrate Grafana, Prometheus Logstash, and Alloy. The
configuration is done on Grafana cloud and client server. The system architecture is shown in Figure 2.
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Figure 2. System Architecture

2.3. Testing
The testing was conducted by checking whether the delivery of logs and Apache web server statistics
can be sent and displayed on the Grafana platform.

3. Results and Discussion
3.1. Result

The results after successfully performing the integration process are shown in Figure 3. Figure 3
displays the statistics of the error logs, details of the error logs, and details of the access logs. We
separated our log files according to the names of the log files from the existing website, with a total of
187 files for each error logs and access logs.

Figure 3. Apache HTTP Server Logs

To view the access logs and error logs for each website, you must select the dropdown available in
the header of the dashboard as shown in Figure 4. In addition to displaying logs, the dashboard also
shows statistics from the Apache web server such as uptime, response time, and CPU Load as indicated
in Figure 5. This result shows that the integration of Grafana, Prometheus, Loki, and Alloy has been
successfully completed.
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Figure 5. Apache HTTP Server metrics

3.2. Discussion

To achieve the desired results, an integration process needs to be conducted with the following flow
as shown in the Figure 6.
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Figure 6. Integration process
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3.2.1. Grafana Cloud Registration

At this stage, registration to Grafana Cloud is carried out. Then, the integration process is done using
the Apache HTTP Server Integration. By using Grafana Cloud, there is no need to manually install
Grafana, Loki, and Prometheus.
3.2.2. Client Configuration

The Client Configuration process is carried out by configuring the HTTP Server and Alloy.
3.2.2.1. HTTP Server Configuration

This configuration is done by adding a server-status page with the endpoint
http://localhost:8080/server-status. This data will later be sent from alloy to prometheus to display the
Apache web server statistics on the Grafana Dashboard as shown in Figure 5.
3.2.2.2. Alloy Configuration

The alloy configuration is carried out to obtain metric data from the Apache web server such as
uptime, response time, and CPU Load, and to retrieve *access.log and *error.log data for each website
located in the directory /var/log/apache2/. The process of the alloy configuration in this study is shown
in Figure 7.
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Figure 7. Alloy Configuration

a. Apache Web Server Metrics Pipeline
The data source comes from the metric /server-status data which is periodically visited by
prometheus.exporter.apache to collect raw data. Then the data is labeled with job and instance for easier
identification on the Grafana dashboard. After that, promotheus.scrape runs the data collection process
and sends it to promotheus in Grafana Cloud using prometheus.remote_write.
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b. Apache Logs Pipeline

The data source from this process is from the *access.log and *error.log files located in the
/var/log/apache2/ directory. To be able to recognize multiple files at once, a directory scan is required
which is performed by the local.file match function, followed by reading each new line by
loki.source.file. The reading process is carried out by loki.process, which performs parsing using Regex
to be sent to Prometheus and Loki via prometheus.remote write and loki.write.
3.2.3. Build Dashboard

The dashboard used is the default dashboard from Apache Integration that allows viewing statistics
from the Apache web server and statistics from error logs, detailed error logs, and access logs as shown
in Figure 3.

4. Conclusion

In this paper, the integration of Loki, Alloy, and Prometheus using the Grafana Cloud platform has
been successfully accomplished. The use of this platform can shorten configuration time because the
services of Loki and Prometheus are already provided, allowing for instant configuration. With this
integration, service administrators can monitor logs and web server statistics directly from the Grafana
Cloud dashboard, eliminating the need to manually check log files by accessing the server and reading
the files one by one.
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